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 4,082 planets    3,046 planetary systems    660 multiple planetary systems    (15 June 2019)  
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METHODOLOGY

Identical twins Astronomer Musician

Different orbital architectures

Different environments

TIMELess Diverse More Diverse

Different environments

Different education



1-2 stars 
A few planets 

100 AU

1000 - 1000000 stars 

100,000,000 AU

200,000,000,000 stars 

100,000,000,000,000 AU

1 AU = distance from Sun to Earth = 150,000,000 km

Multi-scale Modeling

Solar System Star cluster Milky Way





Multi-scale Modeling

Evolve Star clusters 
(dt ~ 1000 yr)

Evolve Planetary 
Systems 

(dt ~ 0.1 yr)
Done

T > T_end

T < T_end

Bottleneck!



Understand how stars change the orbit of planets Credit: University of Bristol



Coevolution of Planetary Systems and the Host Cluster
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Cai et al. 2015 (ApJS, 219, 31), Cai et al. 2017  (MNRAS, 470, 4337), Cai et al. 2018 (MNRAS, 474, 5114), Cai et al. 2019 (arXiv: 1903.02316)



Multi-scale Modeling

Evolve Star clusters 
(dt ~ 1000 yr)

Evolve Planetary 
Systems 

(dt ~ 0.1 yr)
Done

T > T_end

T < T_end

Bottleneck!

DNN
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Can a DNN learn to predict orbits?

Cai et al. in prep.

Challenges 
- Predict on extremely long timescales

- The systems exhibit chaotic behaviors

- High dynamic range

- Huge parameter space

- Imbalance training samples — interesting 

events are rare




Can a DNN learn to predict orbits?

Cai et al. in prep.

Predict individual systems accurately

Predict overall statistics accurately

Predict both individual systems and overall 
statistics  accurately

Very challenging on long timescales

Possible, but simple ML might be enough

Very challenging on long timescales

Challenges 
- Predict on extremely long timescales

- The systems exhibit chaotic behaviors

- High dynamic range

- Huge parameter space

- Imbalance training samples — interesting 

events are rare




Multivariate Time Series Prediction

Multiple Features

• Eccentricities

• Inclinations

• Semi-major axis

• Mass of perturber

• distance of the perturber

• velocity of the perturber 

• position of the perturber

• ….

LSTM
Next n steps

• Eccentricities

• Inclinations

• Semi-major axis


LSTM: Long Short-term Memory (Hochreiter & Schmidhuber 1997)



Limitation of Time Series Prediction

• Reasonably accurate for short 
timescales


• Errors accumulate over long 
timescales

Index of randomly sampled points
In

cl
in

at
io

n 
(d

eg
)



Supervised learning

Supervised learning requires: 
➡ Samples are randomized among 

batches

➡ Each batch has the same or similar 

distribution

➡ Samples are independent of each 

other in the same batch



Can a neural network learn the physics by itself?

Better solution?



Stocastic Orbital Changes

Markov chain. Source: Wikipedia





Can a DNN predict phase-space trajectories?



Keras-rl library



OpenAI Gym



τ = (s0, a0, s1, a1, s2, a2, . . . , sH, aH, sH+1)

R(τ) = r1 + r2 + r3 + . . . + rH + rH+1

U(θ) = ∑
τ

P(τ, θ)R(τ)

∇θ ≈ ̂g :=
1
m

m

∑
i=1

H

∑
t=0

∇θlog πθ (a(i)
t |s(i)

t ) R(τ(i))

θ ← θ + α ̂g

Modeling with Reinforcement Learning

Trajectory 

Reward

Expectation

Gradient

Update



Lδ(a) =
1
2 a2 for  |a | ≤ δ,

δ( |a | − 1
2 δ), otherwise.

Huber Loss



arXiv:1509.02971



Lillicrap et al. (2015)



Comparing with N-body simulations

DQN managed to capture the basic physics 
Speed up by a factor of 10^2 - 10^6 

Predict accuracy depends on the resolution 
of the training data 
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Predict the future according to the past: pattern recognition

1 4 7

2 5 …

3 6

1 4 7

2 5 …

3 6

1 4 7

2 5 …

3 6

1 4 7

2 5 …

3 6

Semi-major axes

Eccentricities

Inclinations

Perturber distances

Variational Autoencoder as classifier

Label: the change of orbital eccentricity in the next 1 Myr

min max



Predict the future according to the past: pattern recognition



Summary

W Y S+ =
Current state Perturbation New state

X Z+ +
Past state(s) Future state(s)

Conclusions 
- Supervised learning is useful, but only for 

short-term prediction

- It is unusual to use RL for time series 

prediction, but it seems that RL can indeed 
learn physical laws


- Long term error inevitable, because we can’t 
change the chaotic nature of the systems


- Multiple neural network architectures needed 
to collectively tackle the problem


- DL/RL can be useful for multi-scale modeling 
in physics

Challenges: 
- Underlying systems chaotic

- High dynamic range

- Extremely imbalance training samples

- Extremely long term prediction needed

- System not deterministic 



Bonus slides



Galaxy merger Simulations

Credit: Jeroen Bédorf



Simulation Observation

Train Predict

Astrophysical problem →Pattern recognization problem



Simulations & Visualization

M1

M2

= 1:1, 1:2, 1:3, 2:3, …

~60 GB of image data 
A lot more simulation data


